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Dense plasma microfield nonuniformity
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Theoretical Division, Los Alamos National Laboratory, Los Alamos, New Mexico 87545

~Received 25 October 1996!

Plasma microfield-constrained-average quantities arise in a variety of applications including the ion quad-
rupole effect, the ion motion problem, and autoionizing processes. We critically compare several methods for
computing such quantities in the context of microfield-constrained field gradients, which are used for describ-
ing the ion quadrupole effect, a source of spectral line asymmetry. Specifically, we show that one adjustable
parameter exponential approximation~APEX!-like theory is divergent and compare existing nearest-neighbor
models, APEX, and Monte Carlo results. Moreover, we have performed molecular-dynamics simulations to
assess the accuracy of these previous results. Our results indicate that APEX calculations of this particular
constrained average are quite accurate except at large field values, which are unimportant for line shapes.
Interestingly, nearest-neighbor results are quite accurate for certain field gradients and not for others.
@S1063-651X~97!05705-X#

PACS number~s!: 52.25.Gj, 52.65.2y, 52.70.La
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I. INTRODUCTION

Atomic emission and absorption spectral line shapes
useful as density and temperature diagnostics in plasmas@1#.
Often the effects of all of the perturbing plasma ions on
atom can be treated as a uniform plasma electric microfi
@2#. For dense plasmas, however, microfield nonuniformit
due to electric-field gradients must be considered since
contribute to line asymmetries@3–6#. This effect can be for-
mulated in terms of the microfield-constrained average of
components of the spatial derivative of the microfield. T
present paper presents a critical evaluation of this c
strained average. This study also serves as an evaluatio
an important approximation to the microfield-constrained
dial distribution functiong(r ;e). This quantity is used in the
evaluation of constrained averages and gives the average
turber distribution atr around a radiator experiencing a fie
e. These constrained averages are also applicable to the
culation of the time derivative of the electric microfield@7,8#
and of microfield effects on the continuum wave functio
involved in autoionizing processes@9#.

In this paper we examine the average field-gradient the
of Kilcrease et al. @5# and compare it with accurat
molecular-dynamics~MD! simulations. These results ar
compared with unscreened and screened nearest-neig
~NN! models. We also discuss the divergence of the the
of Demuraet al. @6,8#.

II. THEORY

The constrained quantitŷ]xjEi&e is the ensemble averag

of all plasma ion configurations that produce a microfielde
at the ion in question.]xjEi is the derivative of thei th com-

ponent of the plasma microfield in thexj direction at the ion,
assuming thez axis is in the direction of the plasma m
crofield e. An ion quasiparticle model based on Deby
Hückel ~DH! pairwise interactions between identical ions
assumed with the interaction energy between ionsi and j
given by

Vi j ~r i ,r j !5 @~Ze!2/ur i2r j u# e2kur i2r j u, ~1!
551063-651X/97/55~5!/6289~4!/$10.00
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wherek254pnee
2/kBT, Z is the effective ion charge, an

ne is the electron number density.
The constrained average at a radiator of chargeZ can be

expressed as@5#

^]xjEi&e5niE dr]xjEi~r !g~r ;e!, ~2!

where]xjEi5(k51
N ]xjEi(r k) for N total perturbing ions and

]xjEi~r !5Ze
e2kr

r 3 H S d i j23
xixj
r 2 D ~11kr !2k2xixj J . ~3!

In a previous work@5#, Eq.~3! was approximated by neglec
ing terms proportional tok2. These terms are of the order o
the charge density at the radiator due to the perturbing
screening clouds. In the present work, these terms are
tained for consistency with the MD simulations.

Kilcreaseet al. @5# showed that

g~r ;e!5
1

Q~e!
E dl

~2p!3
e2 il•eQ̃~l!g̃~r ;l!, ~4!

where

g̃~r ;l!5 ~1/ni ! $dG@f#/d„il•E~r !… %. ~5!

HereG@f#5 lnQ̃(l)5 ln^eil•E& is the microfield generating
functional,Q(e) is the microfield probability function, and
ni is the ion number density. This relation is exact and sho
that the constrained average is derivable from a functio
derivative of the microfield generating functional. Therefo
we can use an approximation for the generating function
will lead to a corresponding approximation to the co
strained average. Use of the adjustable parameter expone
approximation~APEX! microfield generating functional@10#
leads to@5,11#

g̃~r ;l!5g~r !eil•E* ~r !, ~6!

whereE* (r ) is the single-particle APEX screened field wi
the inverse screening length given by the adjustable scr
ing parametera andg(r ) is the radial distribution function.
6289 © 1997 The American Physical Society
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6290 55BRIEF REPORTS
This approximation tog̃(r ;l) leads to a constrained averag
that obeys the expected normalization condition^1&e51, a
consequence of Eq.~6! satisifying the zeroth moment cond
tion discussed in Ref.@11#.

Another approximation to the constrained average
given by Demuraet al. @6#,

g̃~r ;l!5g~r ! @E~r !/E* ~r !#eil•E* ~r !, ~7!

whereE(r ) is the single-particle DH screened field. Th
approximation arises from the use of an ‘‘effective’’ radi
distribution functionG(r ) defined by the APEX local-field
constraintE* (r )G(r )5E(r )g(r ) @10#. However,G(r ) is
nota radial distribution function@12# and occurs as the resu
of renormalizing the Baranger-Mozer series expansion
G(l) in terms of an effective fieldE* (r ). This renormaliza-
tion leads, in a natural way, to the APEX second mom
condition as well as the local-field constraint and it is the
fore not necessary to define an effective radial distribut
function. The use ofG(r ) in Eq. ~7! leads to a constraine
average that violates the normalization condition^1&e51, as
seen by examining the radial part of^1&e , viz.,

4p

V E drr 2
E~r !

E* ~r !
g~r ! j 0„lE* ~r !…, ~8!

where the radial integration is over the system volumeV. For
large r , g(r ) and the spherical Bessel functionj 0„lE* (r )…
go to unity but the ratioE(r )/E* (r ) depends on the adjus
able APEX screening parametera and is proportional to
exp@(a2k)r#. For a/k.1, the ratio and the normalizatio
diverge exponentially, while fora/k,1 the ratio goes to
zero exponentially and the normalization is less than o
For a5k the normalization condition is satisfied, but th
corresponds to the independent particle model of Joyceet al.
@4# and would not be expected to take proper account
perturber ion-ion interactions. As an example consider a p
Ar 117 plasma at temperaturekBT5800 eV with
ne5131023, 131024, and 131025 cm23 and finda/k5
2.7, 2.3, and 1.9, respectively. The normalization ofg(r ;e)
using the approximation of Eq.~7! for g̃(r ;l) will diverge
for all three cases. Calculation of^]zEz&e using this theory
will lead to divergence fora/k.2 due to an additional ex
ponential factor from the field derivative. Due to these pro
lems with the normalizability, Eq.~7! is generally not usefu
for evaluation of constrained averages.

Knowledge of^]zEz&e and ^]xEx&e suffices to determine
all field-gradient quantities since¹•E54pr. When the
plasma microfield at the radiator is small, the term prop
tional tok2 in Eq. ~3! results in^]xiEi&e remaining finite as

e→0, in contrast to Ref.@5#. For iÞ j , ^]xjEi&e is always
zero. On the other hand, when the plasma microfield a
radiator is very large, the field is dominated by a single p
turber, the nearest neighbor. This suggests a simple m
based on the nearest neighbor alone, which is valid for la
field values. Locating the origin on the radiator and taki
the perturber to be on the positivez axis, the magnitude o
the electric field at the radiator is then

E~z!5 ~Zre
2/z2! e2kz~11kz!. ~9!
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It is worth noting that this gives a prescription for computin
g(r ,e). For a given field valuee5E(z), thesingleparticle is
located atz. The field gradients are

]zEz~z!52
2Zre

3

z3
e2kzS 11kz1

1

2
k2z2D ,

]xEx~z!5
Zre

3

z3
e2kz~11kz!, ~10!

where all electric fields are normalized bye/r e
2 and electric-

field derivatives are normalized bye/r e
3 , where the electron

sphere radiusr e5(3/4pne)
1/3. These equations can be im

plicitly used to approximate the field gradient for a give
value of the electric field in the high-field limit.

Plasma screening can be neglected if the perturber
proaches the radiator at a distance much less than the sc
ing length@5#. In this case the above equations take the s
pler forms of

]zEz
NS52 ~2/AZ! e3/2, ]xEx

NS52 1
2 ]zEz

NS. ~11!

The superscript ‘‘NS’’ refers to the no-screening case.

III. MOLECULAR-DYNAMICS IMPLEMENTATION

MD calculations have been performed with various p
ticle numbers in both the microcanonical and isokinetic e
sembles. Periodic boundary conditions were used in all ca
with the minimum image cell convention employed in com
puting the forces@13#. This convention, in contrast to th
familiar Ewald procedure, is applicable as a result of t
short-range nature of the interaction potential of Eq.~1!.
Time propagation was implemented by numerically integr
ing the coupled equations of motion using the veloci
Verlet algorithm@14#. The time stepDt was chosen relative
to the plasma frequencyv i such thatv iDt50.017 and 0.054
for ne51024 and 1025 cm23, respectively.

Since it is necessary to perform MD simulations with
finite number of particles, results obtained are not perform
in the thermodynamic limit and are subject to boundary
fects. These effects, statistical ensemble dependence and
tem size, were investigated by varying the particle numbe
both microcanonical and isokinetic implementations. T
microcanonical ensemble was sampled by accurately sol
the exact equations of motion. Such a procedure exactly c
serves energy in the limit that the time step approaches z
Sampling from the isokinetic ensemble was achieved b
standard velocity scaling procedure, which ensures that
velocity distribution is consistent with the desired tempe
ture at each time step@13#.

Convergence of the MD with respect to particle numb
was tested with microfield calculations atne51024 cm23.
The results, performed in the isokinetic ensemble, are sh
in Fig. 1 for N554 andN5686 particles. Qualitatively,
there is good agreement between the various calculations
error parameter is defined as the rms value of

@P686~e!2PN~e!#/P686~e! 3100, ~12!
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whereN554, 250, and 432. This parameter is a measure
the error relative to the most accurate simulation perform
The rms errors over the rangee50–6 were found to be
3.4% forN554, 1.1% forN5250, and 0.9% forN5432.
As such, we feel that theN5250 case is adequate for distin
guishing among the various analytical models for m
crofields.

The ensemble dependence was explored with the fi
gradient calculations for various numbers of particles. Si
the MD simulations are performed in the laboratory fram
the field gradients were rotated such that thez axis lies in the
direction of the plasma microfielde. The results are shown in
Fig. 2 for ne51024 cm23. The MD field-gradient calcula-
tions appear more sensitive to particle number than the
crofield calculations. Furthermore, the microcanonical a
isokinetic ensembles have a rms difference of 1.0% over
rangee50–6 forN5686 with a maximum difference in tha
range of 2.4%. Thus the results are shown to be relativ
insensitive to the choice of ensemble.

IV. RESULTS AND CONCLUSIONS

A comparison between field gradients computed
APEX, NN models, and MD simulations has been carr
out for a pure Ar117 plasma at 800 eV atne51024 and
1025 cm23. The MD simulation was performed in the micro
canonical ensemble with 686 particles. The microcanon
temperature was determined by the relationkBT[m^v2&/3.

Figure 3 shows the results forne51024 cm23. The MD
temperature was computed to be 806 eV with a stand
deviation~fluctuation! of 11 eV for these results. The erro
associated with a finite trajectory length in the MD simu
tion was estimated by fitting a smooth polynomial~fourth or
fifth order! through the data and computing the rms fluctu
tion about the smooth fit. The fluctuations were found to
0.8% for ^]xEx&e and 0.3% for^]zEz&e . The Monte Carlo
~MC! calculations of Demuraet al. @15# for ^]zEz&e, per-

FIG. 1. Microfield distributions forN554 andN5686 particles. The
simulation was carried out in the isokinetic ensemble at 800 eV
ne51024 cm23 for Z517. Note thatP(e)54pe2Q(e). The electric field
e is measured in units ofe/r e
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formed in the canonical ensemble, are shown and are in g
agreement with our MD results. The interesting region
spectroscopically belowe53 due to the location of the
maximum of the microfield probability function~see Fig. 1!.
In this region, there is good agreement between APEX
the MD simulation with poorer agreement at larger field v
ues. On the other hand, the NN models for^]zEz&e are in
closer agreement with the MD results for larger field valu
than for smaller field values, while the NN models for th
^]xEx&e are in poor agreement with the MD results at
field values studied. In addition screening is relatively uni
portant in the NN models for̂]xEx&e at this temperature and
density.

Figure 4 shows the results forne51025 cm23. For this
case, the MD temperature was computed to be 804 eV wi
standard deviation~fluctuation! of 11 eV. The errors associ
ated with a finite trajectory length were found to be 2.3%
^]xEx&e and 0.3% for̂ ]zEz&e . At this higher density, there
is good agreement between APEX and the MD simulat
below e52, which is the important region for line shape
due to the peak of the microfield ate51.25. The NN models
again show poor agreement with the MD results at the low
field values. At high field values, we see that for^]zEz&e the
APEX, MD simulations and screened NN models are co
verging. For this case also, screening is unimportant in
NN models for^]xEx&e .

We have compared several theories of the fie
constrained-average field gradient. We have demonstr
that the theory of Demuraet al. is divergent and does no
apply to field-constrained quantities in general. A straightf
ward application of APEX@5# indicates that for small field

d

FIG. 2. Field gradientŝ]zEz&e for N554, 250, and 686 particles in the
isokinetic and microcanonical ensembles. Sensitivity to the number of
ticles is much greater for the field gradients than for the microfield distri
tion. Plasma conditions are the same as in Fig. 1. Field gradients are
sured in units ofe/r e

3 and the electric fielde is measured in units ofe/r e
2 .
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values the APEX method accurately gives the part
g(r ,e) sampled in thê ]xEx&e and ^]zEz&e averages. At
larger field values the agreement between APEX and the
simulation is not as good and a better theory forg(r ,e) may
be needed for applications that require accurate result
these larger field values. The APEX approximation to
field gradients appears, therefore, to be quite satisfactory
spectroscopic applications since the microfield peaks at r
tively low field values. A quantitative comparison with e
perimental line shapes requires a careful consideration
other effects that produce line asymmetries such as the
dratic Stark effect and the presence of satellite lines. In

FIG. 3. Field gradientŝ]xEx&e ~all plots curving upward! and ^]zEz&e

~all plots curving downward! for ne51024 cm23 andT5800 eV. Shown are
results obtained from APEX calculation, the nearest-neighbor models,
the MD simulation~done in the microcanonical ensemble!. The thin solid
line is the MC result of Demuraet al.Units are the same as in Fig. 2.
e
o

-

f

D

at
e
or
a-

of
a-
e

context of field gradients, we have shown that simple N
models are not accurate at either density for the^]xEx&e
component and at low field values for both the^]xEx&e and
^]zEz&e components, by comparison with the MD results
The latter result is expected since many-body effects dom
nate the microfield at low field values and a more sophis
cated NN is needed@16#. There does appear to be fairly good
agreement between the screened NN model and the MD
sults, which suggests that the NN limit may be reached
smaller field values for̂]zEz&e than thê ]xEx&e component.
However, this may simply be fortuitous agreement, and
careful theoretical analysis, which would be beyond th
scope of this Brief Report, is needed to ascertain which is t
case.

nd
FIG. 4. Same as Fig. 3, but withne51025 cm23. No MC results were

available for this case. Units are the same as in Fig. 2.
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